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Contributions : Bounds on Rademacher complexity

1. Exponential to polynomial-in-depth bound for general neural network.

2. Depth-independent bound for case where weight norm is constrained.



Network #params

AlexNet 35K

VGG16 138M

GoogleNet 5M

ResNet 25M





Can we bound the R(generalization error) for neural networks?
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Can we make our bounds independent of depth?



Simplest Case



Thin Case
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Interesting Tricks

1. Log Sum Exp

2. Eliminating depth-dependence using product of p-schatten norms
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We can eliminate depth dependence using

● A bound for a network of depth r << d

● Composed with univariate Lipschitz function

The rth layer is replaced with its Rank-1 approximation.






